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Abstract—We consider the Molecular Distance Geometry the years, different penalty functions associated to DGRe h
Problem (MDGP), which is the problem of finding the conforma-  been proposed. One of the most used is the Largest Distance
tion of a molecule from some known distances between its at@n Error (LDE):

Such distances can be estimated by performing experiments ’

of Nuclear Magnetic Resonance (NMR). Unfortunately, data 1 ||| — 5] — dij |
obtained during these experiments are usually noisy and aétcted LDE(X)=— Z J I
by errors. In particular, some of the estimated distances ca be m {ij} dij

wrong, typically because assigned to the wrong pair of atoms
When particular assumptions are satisfied, the problem can & wherem is the total number of known distances.

discretized, and solved by employing an ad-hoc algorithm died : : i : :
Branch & Prune (BP). However, this algorithm has been proved We are interested in DGPs arising from biology. Distances

to be less efficient than a meta-heuristic algorithm when the P&fween pairs of atoms of a molecule can be estimated
percentage of wrong distances is large. We propose a paralle through experiments of Nuclear Magnetic Resonance (NMR),
version of the BP algorithm which is able to handle this kind and the conformation of the molecule can be identified by
of instances. The scalability of the proposed algorithm adws  splving a DGP. This application is of relevant interest,sese

for solving very large instances containing wrong distanc®  yisoqyering the conformation of a molecule can give insight

Implementation details of the algorithm in C/MPI are discussed, . . . .
and computational experiments, performed on the nation-wde ©N itS dynamics, and therefore on its function. Molecules of

grid infrastructure Grid5000, are presented. interest are proteins, which perform several vital funtsian
cells of living beings. The DGP related to molecules is ugual
I. INTRODUCTION referred to as MLECULAR DGP (MDGP).

The DISTANCE GEOMETRY PROBLEM (DGP) [4], [9], [18] Different techniqu(_es have been proposed for solving
is the problem of identifying the coordinates of a set of minMDGPs. The reader is referred to [12], [14] for a survey. In
which satisfy a given set of constraints based on somevelatfhis paper, we will consider the subclass of instances of the
distances between the points. Lét= {x1,22,...,2,} be a MDGP which can be discretized. Under certain assumptions,

set of points in the three-dimensional space, and let usomeppindeed, the domain of the penalty function can be reduced
that, for some pairs of points; and z;, with i # j, the from a continuous to a discrete set. This does not reduce
distanced;; between the points is known. The DGP is théhe complexity of the problem, because the MDGP is NP-

that optimization problem to be solved gets combinatorial, and a

1) ad-hoc algorithm, called ®ANCH & PRUNE (BP) [13], can be
employed for its efficient solution. Under these hypotheses
whered;; are the known distances. refer to the problem as IBCRETIzABLE MDGP (DMDGP)
In its basic form, the DGP is a constraint satisfactiofL1].
problem. However, it is usually reformulated as a global After the discretization, the domain of the penalty funatio
continuous optimization problem (refer, for example, td, [2can be seen as a binary tree containing positions for the
[8], [15]). The set of constraints (1) is transformed into atoms of the considered molecule. The BP algorithm is based
penalty function, which is basically the sum of as many ternm the exploration of this binary tree. At each iteration of
as the available constraints. Each term is able to measare tthe algorithm, two new positions for the current atom are
satisfaction of each constraint: each constraint is satisfi computed, and their feasibility is checked. Then, the dearc
and only if the corresponding term of the penalty functioproceeds along branches where feasible positions are found
is zero. Therefore, finding the global minimum of such @ahereas branches containing infeasible positions areegun
penalty function is equivalent to solving DGP instanceseOvThis pruning phase allows to reduce the branches of theyinar

| — ;]| = dij,



tree very quickly, allowing the algorithmto focus its resges G = (V, E,d), where each vertex corresponds to an atom
on the feasible branches only. of the considered molecule, and there is an edge between two

A major issue arising when considering distances obtaineertices if and only if the relative distance between the two
by NMR is the following. Experiments of NMR are usuallycorresponding atoms is known. The weighdssociated to the
affected by noise and, as a consequence, wrong distanedge corresponds to the numerical value of the distance.
might be provided. Some of the obtained distances, indeedThe set of instances of the DMDGP contains all the in-
could be assigned to the wrong pair of atoms, because stnces of the MDGP satisfying the following two assump-
noisy information or errors while performing the experinteentions, for a given ordering oi’:

[5]. This brings to the definition of a set of constraints iAssumption 1 F contains all cliques on quadruplets of
which some of them ar@rong Even a few distances assigned¢onsecutive vertices, i.e.

to an incorrect pair of atoms can spoil the solutions to the ) ) , ,
corresponding MDGPs. Indeed, if we require that one of the ¢ € {4:---,n} Vi ke {i=3,....i}  (j,k) € E;
wrong distances must be satisfied, this may result in thesymption 2 the following strict triangular inequality
violation of many other (good) constraints. In general, the

identification of wrong distances can be difficult [1]. di—o; < di—2;-1+di—1;

In the BP algorithm, branches are pruned as soon as , , )
one infeasible position is found. However, if the considlerémldS for all & {,2’ ..,n — 1}. In practice, Agsumpt_lon 1
instance contains at least one wrong distance, no branalnes g1SUres that the distances bet_ween each possible paimat ato
pass the pruning test, and no solutions are found. A straté_?fmy quaglruplet of consecutive atoms are known. MoreO\_/er,
for overcoming this problem has been previously proposedI o \Ssumption 2 holds, the_re cannot be triplets of conseeut_l
[16]. The pruning phase of BP is modified so that branch oms that are perfectly aligned. When these two assungption

are pruned only after that a certain number of distances HE satisfied for an entire conformatidfi, then, there exist

violated. A counter of violated distances is set up and wgatiat®n!y WWo possible positions in which each of its atoms can be
if the preceding atoms already have a fixed position.

every time an atomic position is found to be infeasible. Iheﬂla_ced' Y : ) .
when the number of violated distances gets greater thanﬂ&'s_ _Ieads o the def|r_1|t|on of a binary tree of possible atomi
certain predetermined threshald, the corresponding branchPositions, Whe_re solutions tp the problem can be searphk}d [1
is finally pruned. However, the BP algorithm can be quit? Let us consider a generic quadruplet of. consecutive atoms
expensive when the threshaldis large. In [16], a comparison 1%i—3: Zi—2, ¥i—1,%:}. Because of Assumption 1, all the pos-
between the BP algorithm and a meta-heuristic search showidl® distances in the quadruplet are known. Moreovergther
that the use of the meta-heuristic algorithm is preferable #€ N0 aligned atoms, because of Assumption 2. In these

these cases, even though there is no guarantee that the fdiypptheses, the cosine of the torsion angle among t_hese four
solutions are optimal. atoms can be computed, and two values for the torsion angle

In this paper, we propose a parallel version of the BEAN be obtained from the value of its cosine. Therefore, if

algorithm, which is able to efficiently manage instances Jf€ SUPPOse that the three atomss, ;2 ;- are already
the DMDGP where wrong distances are contained. The baQ,@CGd somewhere, we can _compute two possible positions for
idea is to divide each instance in many sub-instances, whd8§ atomsz;. For more details, see [13].

solutions are successively combined in order to obtain the” Pinary tree of atomic positions can be obtained with

solutions of the original instance. The proposed algoritam tNiS methodology. All the positions on the tree are computed
implemented in C programming language, and it makes uselys exploiting the known. distances from the three preceding
the MPI library [6], [7]. Experiments on the nation-wide gri 2(0MS- However, other distancés may also be known (even:

infrastructure Grid5000 [3] show that this parallel versiof t10Ugh it is not required by Assumptions 1 and 2), and this

BP is able to speed up the solution of DMDGPs containirﬁllows to check the feasibility of the computed positiorfs. |
wrong distances. x; is one possible position fat;, then we can compare all

The paper is organized as follows. In Section Il we wilf’® known distances between andz;, with j < i, to the
describe the DMDGP in more details, and we will discusrresponding distances that can be computed betweand
the BP algorithm, where particular emphasis will be giveR2che;- If known and computed distances match:
to the considered strategy for managing wrong distances.
In Section Il we will present a parallel version of the BP
algorithm, and, in Section IV, some implementation detaifor a given tolerance > 0, thenz’ is feasible, otherwise it
of the proposed algorithm in a parallel environment aremiveis not. We refer to this strategy for checking the feasipitit
Finally, computational experiments are presented in 8edati the atomic positions agruning test
and conclusions are drawn in Section VI. When wrong distances are included in the instance, the

pruning test could give an incorrect answer. Supposing that
Il. THE SEQUENTIAL BP ALGORITHM we are checking the feasibility of the computed positign

Let us consider an instance of the MDGP. This instander the atomz;, if one of the distances;;, for somej < i, is

can be represented through a weighted undirected graptong, thernx) can be declared infeasible even though it might

[|2h — 25| = dij | <e,



not be. This can force the pruning of a branch where there dxgorithm 1 The BP algorithm (sequential version)
actually solutions. The following strategy has been pregoso: BP(in: 4, n, d, A; out: sol)

in [16] for overcoming this problem. Once a certain threghob: counter = 0 // counter of violated distances

A on the maximum allowed number of violated distances hasnsol = 0 // number of solutions

been set up, each branch is pruned only after that the actudor (k = 0, 1) do

number of violated distances gets larger than When the compute thek?” atomic position for the*” atom:xgk);
value of A increases, the number &asiblebranches of the check the feasibility of the atomic positicarfk):
tree increases as well. In order to reduce the effects of this if (the atomic positioncf.k) is NOT feasible)then
phenomenon, the value of the threshdldcan be updated updatecounter;
during the execution of BP, when solutions are found in which  end if
less thanA distances are violated. if (counter < A) then

Note that, if some of the distances related to the quadraiplet sol(nsol, i) = k;
of consecutive atom$x;_s,z;_o,z;—1,x;} are wrong, then if (i =n) then
it might be impossible to compute the two atomic positions sol(nsol, *) contains a complete solution;
for the atomz;, because the distances in this quadruplet may nsol = nsol + 1:
be incompatible to each other. For example, let us suppose else
that the distancel;,_,; betweenz;_, and z; is wrong. As BP(@ + 1,n,d,A,sol);

a consequence, we may not be able to compute the cosine end if
of the torsion angle among these four atoms. This can be end if
considered as a signal which can reveal the presence of wrongnd for
distances: there is at least one wrong distance in the cemesld  return sol:
quadruplet. In order to find out which distance could be

wrong, we can check the validity of the triangular inequalit

in correspondence with the triangles that can be defmedtf'?em independently on different processes. In order toilbta

the quadruplet. By hypothesis, we require the knowledge r :
all the distances in the quadruplet, and therefore we ha{\ljﬂIe sub-instances for processes, the first block af/p atoms

. : . ) ) . "%Fthe original instance are assigned to the first rocess, th
enough information for checking the triangular inequetiti 9 gne b
. g ; second block ofn/p atoms are assigned to the second one,
If some of them is not satisfied, then at least one distancen . o -
) , . : . and so on. Ifn is not perfectly divisible byp, the remaining
the triangle is wrong. For this reason, we will consider onl . : . X
: . . : toms can be either assigned to a certain process, or distlib
wrong distances which are not contained in the quadrupfets_ 0 : .
: - .among all the processes, dependingporOnly the distances
consecutive atoms, because they can be more easily iddntifie f . : ;
regarding the atoms assigned to a process are included in the

and corrected. In particular, isolated distances are thet mg . . )
o . corresponding sub-instance. As a consequence, the distanc
difficult to be recognized as wrong.

For solving instances of the DMDGP, we consider the Bgetween atoms that are assigned to different processesare n

algorithm [13], which is strongly based on the binary tregSEd’ but they can be exploited later, when the local saistio

: ) . .-, ~dare combined.
structure of the combinatorial problem. Algorithm 1 prossd Alqorithm 2 is a sketch of the proposed parallel version
a sketch of this algorithmi.is the current atom whose position 9 brop P

is searched, whereasis the the total number of atoms of thefor the BP algorithm. The input and output parameters are

considered moleculel represents the set of known distanceg.]e same that are considered in the sequential version of the

A is the threshold for the number of violated distancegl.Igorlthm (see Algorithm 1), plus the numberf processes

Algorithm 1 is invoked iteratively, and one of the soluticias :EVOIZES-:QQP;ggmpl;ﬂ%T'e(iggﬁﬁtgfs'résftﬁ?;;n l:ré?::itz;ft vSeF;-
the problem is found when BR(n,d,A,sol) finds a feasible p P q

position for the last atom of the molecular conformation.

The given output is the binary matrisol representing a set Algorithm 2 The BP algorithm (parallel version)
of complete paths on the binary tree. This is sufficient for — - -
. . . 0: parallel BP(in: i, n, d, A, p; out: sol)
reconstructing the conformations for the molecule which ar . . ; . g
: 0: split the instance irp sub-instances:

solutions to the problem. ) compute i, n®, d®) (= 0 p—1):
Note that, because of a symmetry property of the DMDGE’, for each process _' 0 o 1 (in ’é}él’lel)do '

it is sufficient to explore only half of the binary tree. Indee call se puential B_FI(”“). 'ﬁg,jf a0 A s?)l(’“))'

the solutions contained in the other part of the tree can be q ’ ’ ” ’

simply reconstructed by symmetry. The reader can refer toend for

[11] for more details broadcast sol*) to the other processes (cascade schema);
' sol =[50l s0l™M), ... sol®=1)];
I1l. THE PARALLEL BP ALGORITHM build the binary tree associated tol;
remove infeasible solutions fromol;

The basic idea of this parallel version of BP is to split a retum sol-
generic instance of the DMDGP in sub-instances and to solve 500
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Fig. 1. The classic communication schema “cascade”, whete log, p L
communication phases are needed to the processes forgsharinformation. °
2
1]
&
sion of BP are performed. When all the executions are endec =
the found (local) solutions are given in output through®). g
They are stored in terms of the binary choicegl( left/right B
branch) that are made at each iteration of the algorithm. W

After the execution of the local BP algorithms, the local
solutions need to be collected and distributed to all the _ _ . .
processes. To this aim, we consider the clasagcadeschema Flg. 2. The final treel’y of_ solutions obtained by combining the subtrees

.. related to the local solutions found @nprocesses. Some of the branches

for the necessary communications among the processes &€ could be infeasible.
Figure 1). This schema is very efficient, because it alloves th
spreading of all local solutions among the processes in only
log, p phases of communication. In order to use this schemaaf vertices inV*', and new labels are assigned to them.
the numberp of considered processes must be a power of Zhe set of edges is obtained similarly, and, for each leaf

During each communication phase, each process exchanggsex v; of V*!, a new edge is added betweenand the
information regarding the local solutions found by the s&gu various copies of the first vertex df*z. If this procedure
tial BPs with other processes. After each such phase, trexefis performed recursively considering all the graghfs, then
we can start combining local solutions. For example, aftefe final treeT’ is constructed. Note that distances related to
the first communication phase (see Figure 1), the solutioagms previously assigned to different processes can ik use
found by processes 0 and 1 could be combined, as well fas pruning branches df; and removing infeasible solutions.
the solutions found by processes 2 and 3. This would produceFigure 2 gives a representation of this tree in the case in
two new sets of local solutions, that could be exchangeden twhich 4 processes are considered. For an easy represantatio
next communication phase. However, the final coordinates if 7, we suppose that all the local calls to BP provide 2
the solutions can be produced only when all local solutiogglutions, even though, in general, the number of solutions
are collected. The coordinates produced when combiningaund by each process can be different.
partial number of solutions can be reused when the finalBy the symmetry property of the DMDGP [11], each local
solutions are built only if translations or rotations arelégd BP can be employed for computing only the non-symmetric
to the set of points. Therefore, it is preferable that eanflsi solutions for its sub-instance. Then, the other symmetiig-s
process does not perform any computation during the differeions can be found by exploiting this property. Indeedsdf
communication phases. Only after, each process builds ##htains non-symmetric solutions only, then all the synmimet
final solutions, and checks their feasibility. This part bét solutions can be identified by computing the complement of
algorithm is not executed in parallel. each binary variable used for their representation. Natette

In order to combine the local solutions, we consider a binagraphsG*, for each process, must contain both symmetric
treeT’s formed only by branches which passed the pruning testd non-symmetric solutions in order to build a complete fina
during the sequential executions of BP. Let us indicate withee T7.
the symbolT* the binary tree containing the local solutions
found by proces#, with 0 < k < p. Let G* = (V¥ E¥) be IV. IMPLEMENTATION DETAILS
the corresponding undirected graph, where vertices V'* For the parallel implementation of the BP algorithm, we
represent atomic positions, and edges connect verticaedel use the MPI library [6], [7]. The communications based on
to consecutive atomic positions. In order to combine thalloche cascade schema are implemented by employing pairs of
solutions found by two processés and ko = k; + 1, we blocking MPI standard routines for sending and receiving
can construct a new binary tree as follows. Liétbe the messages.
set of vertices of the corresponding graph, which containsin the parallel BP, the message to be shared contains the
all the verticesv in V¥ and V*2, where the vertices of number of solutions found by each process, and variables con
V2 are also duplicated as many times as the number taining the local solutions. In order to compact the infotiora



(0JO[1[1]0f1]0f1] n = 5000

1 2 4 8 16 32 64
3.21 1.30 | 0.78 | 0.54 | 0.40 | 0.37 | 0.36
3.25 132 | 077 | 055 | 0.40 | 0.36 | 0.40
3.57 136 | 1.06 | 0.80 | 056 | 051 | 0.53
5.68 2.16 | 2.10 1.60 | 0.86 | 0.77 | 0.75

n = 7500
1 2 4 8 16 32 64
4.73 3.15 | 1.83 125 | 099 | 0.88 | 0.93
4.76 314 | 1.84 | 130 | 096 | 0.89 | 0.93
6.15 530 | 449 | 248 | 1.20 1.04 | 0.96

Fig. 3. A byte containing information regarding 8 differdatal solutions.
If this byte is related to the atoms;, andz/ and = are the two possible
positions forz;, thenz, was chosen in then?, the 374 and the last two
solutions (from right to left); in all the other cases; was chosen.

I—\OE hNHOE
hS] S

to be shared and to speed up the communication phases, a,

unique vector of integer numbers is used for representihg al 4 953 | 885 | 558 | 2.74 | 221 | 167 | 155
found solutions. This is possible because each solutiorbean 7 = 10000

represented by a binary vector: the first bit of each integerd/p 1 2 4 8 16 32 64
can be used for representing the first solution, the secand pi 0 ig:i? g:gi g:g; g:gg i:?i i;é 7
for the second solution, and so on. Since 4 bytes are usudlly » 19.16 | 865 | 429 | 300 | 322 | 291 | 224
used for representing integer numbers on computer macghings 4 127.51 | 22.74 | 13.99 | 10.27 | 11.79 | 11.55 | 14.72
each vector of integers can only store 32 solutions. In order TABLE |

to consider more solutions, more than one integer should be THECPUTIME, IN SECONDS NEEDED FOR CARRYING OUT OUR
considered in Correspondence with the same atom. HOWGVE?,OMPUTATlONAL EXPERIMENTS ON A SET OF ARTIFICIAL INSTANCES
in our experience, we never found instances related to real
molecules where the total number of solutions is so large.
Therefore, in our implementation, we consider a singlearect
of n integer numbers, where all the solutions are stored bit peedes of the grid with the same features. We use a SGI Altix
bit. An example of interpretation of a single byte of an irgeg Xe 310 cluster with 46 nodes, each of them composed by 2
number belonging to this vector is showed in Figure 3.  CPUs (Intel Xeon E5440 QC 2.83 GHz, 4 MB, 1333 MHz).
The number of solutions found by each process is also &#mming up, this cluster has 92 CPUs, and we use 64 of them
important information to be shared. However, in our implgn our experiments (because of the employed communication
mentation, this information is not contained in the messaggchema, a power of 2 of processes must be considered). The
exchanged by the processes, because it can be easily campiggervation system for the resources of the grid makes lsate t
by each process once the vectors of integer numbers aretla#l used CPUs are completely devoted to our experiments.
collected. Indeed, from the values of the integer numbees, w We implemented the parallel BP in C programming lan-
can check which bits have been activated (1) and which orgisage. We used the MPI library [6], [7], version MPICH2
kept instead their initial value (0). In the example in Fig®; 1.0.5p4, and the GNU C compiler version 4.2.4. The efficient
we can see that the last two bits (from right to left) are n@outines provided by MPI for making the involved processes
activated. If they are not activated for all the integers o t communicate and the flexibility of C programming language
same local vector, then only 6 solutions have been found lsythe management of bitwise operations make C and MPI the
the sequential call to BP. best possible choices for the implementation of our pdralle
Note that this strategy for computing the number of soluBP.
tions may fail if the last solution which is stored is repretsel The instances we use in the computational experiences are
by a sequence of 0s. This solution, in theory, may be foumdtificially generated, so that they resemble conformation
by the local calls to BP. However, since our implementatiopf protein molecules [10]. Moreover, in order to simulate
of BP performs an exploration of the binary trees whichstances containing a small part of wrong distances, a pre-
considers left branches (associated to 0) before rightchiem determined number of distances are modified and arbitrarily
(associated to 1), if this solution is included in the salnti changed to a wrong value. As previously remarked, errors in
set, then it is the first one to be stored. As a consequence, the distances;_s ;, d;—2; andd;_,; can be easily identified
only case in which our strategy can fail is never verified. when using this discrete approach, and therefore we never
modify these distances.

Table | shows some computational experiments with three
The computational experiments are carried out on tli#ferent instances, having size = 5000, 7500 and 10000.
nation-wide grid infrastructure Grid5000 [3]. It is a gridThe total number of known distances is 84195, 135475,

formed by various clusters geographically distributed in 983444, respectively. For each instance, we introduce £42 o
different sites in France. Just recently, a new site located wrong distances. We also consider the instance as is, withou
Brazil, Porto Alegre, has been added to the grid. Grid50@0@troducing any errors. The value of the threshddis set
connects more than 5000 cores. For more information abayt accordingly to the number of introduced wrong distances
Grid5000, the interested reader can visit the official weebsi(in general, however, the precise number of wrong distances
(https://www. gri d5000. fr). may not be known a priori). For each instance and for each
In our experiments, we consider a unique cluster @, one sequential execution of BP is provided, as well as
Grid5000 which is located in Lille, France, in order to caiesi six parallel executions in which a power of 2 procesges

V. COMPUTATIONAL EXPERIMENTS
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