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Abstract. This survey covers some very recent applications of data min-
ing techniques in the field of agriculture. This is an emerging research
field that is experiencing a constant development. In this paper, we first
present two applications in this field in details; in particular, we consider
the problem of discovering problematic wine fermentations at the early
stages of the process, and the problem of predicting yield production by
using sensor data information. Secondly, we briefly describe other prob-
lems in the field for which we found very recent contributions in the
scientific literature.

1 Introduction

Two years ago, one of the authors of this survey co-authored a book named
“Data Mining in Agriculture” [22]. The book gives a wide overview of recent
data mining techniques, and it also presents several applications in the field of
agriculture, as well as in other related fields, such as biology. This is the first
book completely devoted to this new and emerging research field. In fact, during
the preparation of the book, applications of data mining in agriculture were not
so common yet, and the task of finding and selecting references to be included in
the book was not trivial to perform. Nowadays, after a couple of years, it seems
this tendency has changed.

This survey covers the most recent applications in the field of data mining and
agriculture, that have mainly been published in the period 2009–2011. Naturally,
this survey is not meant to be exhaustive. We will give particular attention to
two recent works in which the authors of this paper are directly involved, and
then we will briefly mention some other applications that looked to us to be the
most interesting to report.

The survey is organized as follows. In Section 2, we will present an analysis
performed on datasets of wine fermentations with the aim of predicting problem-
atic fermentations at the early stages of the process. Clustering and supervised

biclustering techniques are employed for finding solutions to this problem. In
Section 3, we will consider the problem of predicting yield production, in which
state-of-the-art GPS technologies are employed in connection with site-specific
and sensor-based treatments of crops. Various data mining techniques have been
in this case tested for performing the predictions. In Section 4, a quick list of
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other very recent applications in agriculture will be presented. Some final re-
marks will be given in Section 5.

2 Studying wine fermentations

Wine is widely produced all over the world. There exist different types of wine,
which depend by different factors, and especially by the origin of the grapes that
are employed in the production. A common point for all wines is the fermentation
process, in which the sugar contained in the grapes is transformed in alcohol.
This is a very delicate process. When producing wine industrially, indeed, large
quantities of wine may get spoiled because of a problematic fermentation process,
causing losses to the industry. In order to overcome to this issue, a prediction
of the problematic wine fermentations could be attempted, so that an enologist
can interfere with the process in time for guaranteeing a good fermentation.

In order to monitor wine fermentation processes, metabolites such as, for
example, glucose, fructose, organic acids, glycerol and ethanol can be measured,
and the data obtained during the fermentation process can be analyzed in order
to obtain useful information. However, analyses are usually limited to data that
are obtained within the first 3 days of fermentation. Naturally, this is done in
order to learn about a possible problematic fermentation at the beginning of the
process. Fermentations can be divided in 3 classes: the first class contains normal

fermentations, while the second and the third one contain the problematic ones.
In particular, the second class contains fermentations which are slow, in the
sense that they can bring the wine to the end of the production, but in an
amount of time which is longer than usual. Finally, the third class contains
stuck fermentations, i.e. fermentations that stop at a certain moment and they
are not able to give the final product.

Since 2004, a group of Chilean researchers are attempting the solution of this
problem by using clustering techniques [31–33]. They consider a dataset contain-
ing 24 industrial vinifications of cabernet sauvignon, which are represented by
several measurements performed during different fermentation processes. As a
consequence, the dataset is composed by 22000 data points, each one represent-
ing a single measurement, that provides the levels of 30 chemical compounds
involved in the fermentation.

Given a certain time t during the fermentation processes, measurements taken
at time t can be grouped together in order to form clusters. A clustering tech-
nique might indeed define clusters that are related to normal or problematic
fermentations by exploiting the inherent characteristics of the data. Naturally,
due in large part to the time-variable nature of the fermentation process, fer-
mentations can be assigned to different clusters for a different t. For this reason,
a group of clusters can actually be defined for each fermentation. Fermentations
that share the same group most likely share the same kind of characteristics.
Depending on the percentage of normal, slow and stuck fermentations that are
contained in the found groups of clusters, a score can be assigned to any other
fermentation that happen to be in the same group and for which a classification
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is not known. In these studies, the k-means algorithm [12] was employed for
finding clusters of data points, where the number of clusters k was arbitrarily
set to 5.

This technique is able to provide the enologist with a sort of score for each
new fermentation that gives the probability for the fermentation to be problem-
atic or not. However, no information regarding the compounds that causes the
slow or the stuck fermentations are given, and this might be an important ad-
ditional information in order to find the best way to interfere with the process.
Therefore, more recently, supervised biclustering techniques have been applied
to the same dataset of wine fermentations. This technique can simultaneously
solve two data mining problems. First, it is able to select the features, the com-
pound measurements, that are actually relevant in the fermentation process, so
that useless data can be discarded, and compounds that may cause problematic
fermentations can be identified. Second, the information that is acquired by find-
ing biclusterings of the dataset can be exploited for performing classifications of
new fermentations. Therefore, we can basically perform feature selections and
supervised classifications at the same time by using this technique.

These studies have recently been published in [20, 21]. Each fermentation
is here represented by a sample containing all compound measurements taken
from the same fermentation process at different times. Samples are organized on
the columns of a matrix A, and therefore measurements of the same compound
taken from different fermentations, but at the same time t, can be found on the
rows of A. For each compound and each time t, there is a specific feature in A.
A bicluster is a submatrix of A defined by a subset of samples and a subset of
features contained in A. As a consequence, a biclustering of A is a partition of A

in disjoint biclusters, whose rows and columns cover the ones in A, and therefore
it gives a relation between samples and features in A [3].

In order to select the pertinent features in A and to perform good classifi-
cations on new fermentations, it is required that the biclustering for A we find
satisfies a property called consistency. If the biclustering is consistent, the sam-
ples and the features in the biclustering are strongly related to each other, so
that the classification of its samples can be correctly obtained from the classifi-
cation of its features, and vice versa. In order to find a consistent biclustering,
a fractional optimization problem with binary variables can be defined, whose
aim is to select the features that are actually relevant for the representation of
the sample. This optimization is NP-hard [14]. A heuristic algorithm [19] can be
used for the solution of this problem.

This biclustering technique was able to find some interesting information
regarding the compounds that are monitored during the fermentation process
[20]. For example, among the organic acids, the features related to lactic, malic,
succinic, and tartaric acids are always preserved during the feature selection.
Moreover, all the features related to each of these organic acids are assigned
to only one bicluster, showing that they can play a very important role for the
classification of the fermentations. For example, the lactic acid is strongly related
to the bicluster of stuck fermentations, and thus all other fermentations with
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high levels of lactic acid are most likely going to get stuck as well. Moreover, the
information on the levels of lactic acid seem to be very relevant starting from the
first hours of the fermentation process, so that a prediction can be attempting
at the very beginning of the process.

Besides the information on the features that are always selected and that are
able to represent well the bicluster to which they belong, it is also important
to identify the features that are never selected in the biclusterings. The features
related to the amino acid arginine, for example, are always discarded, and there-
fore they can be completely removed from the set of data because they are not
relevant for the classification of the fermentations. There are also other features
related to the different measurements of the same compound that are always
discarded. Examples are the proline, the glutamic acid, the glutamine, and the
treonine.

Other features related to same compounds can be selected or discarded at
different times t with irregular patterns. This behavior is different from the one
obtained for sugar levels, for example, because sugar levels start to give relevant
information only after some time from the beginning of the process (in fact,
features related to sugar levels are always discarded when t is small). Deeper
analysis are needed for understanding if compounds showing these irregular pat-
terns can actually be important for the classification of the fermentations or not.
Ongoing works are currently being performed in this direction.

The obtained biclusterings can be then exploited for performing supervised
classifications of unknown classifications [21]. In order to verify the quality of the
predictions, the dataset A can be divided in training and testing set: the training
set can be used for performing the feature selection and for identifying consistent
biclusterings, which can be successively used for predicting the classification of
the samples in the testing set. The basic idea is to exploit the consistency of the
biclustering for finding the classification of the samples of the testing set from the
classification of its features (which is known because training and testing set have
the same features). The technique is able to perform good-quality predictions of
problematic fermentations.

3 Predicting yield production

Yield prediction is a very important agricultural problem. Any farmer would like,
in fact, to know, as soon as possible, how much yield he can expect. Attempts
to solve this problem date back to the time when first farmers began to work
soils in order to get profit. Since years, yield predictions have been performed
by considering farmer’s experience on particular fields and crops. However, this
knowledge can also be obtained by exploiting information given by modern tech-
nologies, such as GPS. A multitude of sensor data can nowadays be relatively
easily collected, so that farmers do not only harvest crops but also growing and
growing amounts of data. These data are fine-scale, often highly correlated and
carry spatial information.
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The problem of predicting yield production can be solved by employing data
mining techniques. Consider that sensor data are available for some time back
to the past, where the corresponding yield productions have been recorded. All
this information form a training set of data which can be exploited to learn how
to classify future yield productions, once new sensor data are available. There
are different data mining techniques that can be used for this purpose. In [25],
for example, two different neural networks are considered, one network with a
multi-layer perception, another one with a radial basis function, as well as a
support vector regression and a decision regression tree. A comparison of these
four techniques showed that the support vector regression technique is the most
suitable for this kind of problem.

Moreover, in order to improve the quality of the predictions, the concept of
spatial autocorrelation has more recently been considered in [26]. When consider-
ing the data mining techniques mentioned above, it is implicitly supposed that
the data are not correlated. However, with the given geo-tagged data records
at hand, this is clearly not the case, due to their (natural) spatial autocorrela-
tion. Therefore, the spatial relationships between data records should be taken
into account. Spatial autocorrelation [7] is the correlation among values of a sin-
gle variable strictly attributable to the proximity of those values in geographic
space, introducing a deviation from the independent observations assumption
of classical statistics. For the data sets related to this problem, each of the at-
tributes exhibits spatial autocorrelation. Usually, it is known from the data origin
whether spatial autocorrelation exists.

In non-spatial models, data records which appear in the training set are
not supposed to appear in the test set during a cross-validation learning setup.
Classical sampling methods do not take spatial neighborhoods of data records
into account. Therefore, the above assumption may be rendered invalid when
using non-spatial models on spatial data. This inevitably leads to overfitting
and underestimates the true prediction error of the regression model. Therefore,
the main issue is to avoid having neighboring or the same samples in training and
testing data subsets during a cross-validation learning approach. The basic idea
is to apply changes to the resampling method and keep the regression modeling
techniques as-is. The resulting procedure can be seen as a spatial cross-validation
technique.

In general, when considering the k-fold cross-validation technique, the origi-
nal dataset can be divided in three parts: a training set, a validation set and a
test set. Setting k equal to 10 or 20 is generally considered to be appropriate to
remove bias. The regression model is trained on the training set until the pre-
diction error on the validation set starts to rise. Once this happens, the training
process is stopped and the error on the test set is reported for this fold.

In spatial data, due to spatial autocorrelation, almost identical data records
may end up in training, validation and test sets. In essence, the model overfits the
training data and returns an overoptimistic (biased) estimation of the prediction
error. Therefore, one possible solution might be to ensure that only a very small
number (if any) of neighboring and therefore similar samples end up in training
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and test subsets. This can be achieved by adapting the sampling procedure for
spatial data. Once this issue is accommodated, the cross-validation procedure
can continue in the usual way.

A spatial clustering procedure can be employed to subdivide the fields into
spatially disjunct clusters or zones. The clustering algorithm can then be run on
the data records’ spatial map, using the data records’ longitude and latitude.
Depending on the clustering algorithm parameters, this results in a tessellation
map which does not consider any of the attributes, but only the spatial neighbor-
hood between data records. In analogy to the non-spatial regression treatment
of these data records, a spatially aware cross-validation regression problem can
therefore be handled using the k resulting zones of the clustering algorithm as
an input for k-fold cross-validation. This ensures that the training set has only a
small amount of spatial autocorrelation with the test set. Standard models can
be used straightforwardly, without requiring changes to the models themselves.

First computational experiments can be found in [26], which show that it is
actually important to closely consider spatial relationships inherent in the data
sets in this kind of data mining problems. This work proves that, if spatial auto-
correlation exists, standard regression models should be adapted to the spatial
case.

4 Other recent works

We mention in this section some other recent interesting works in the field of
data mining and agriculture, mainly published between 2009 and 2011. We begin
with some other works related to the production of wine, which has been the fo-
cus of Section 2, where data mining approaches are employed for the prediction
of problematic wine fermentations. The main aim of this work is to discover in
advance fermentations that are going to be slow or stagnant, and to interfere
with the process in order to guaranteeing a good fermentation. Other recent
studies also concern the taste of the wine that is produced. In [4, 24], for exam-
ple, data mining techniques are employed in order to predict the taste of wine.
This is done by creating a training set in which a classification of each sample
(wine) is assigned by traditional wine tasters, that generally analyze some sub-
jective parameters such as color, foam, flavor and savour of the wine. Once the
classification task has been learned by exploiting the training set, data mining
techniques are then supposed to substitute traditional wine tasters. Wine tastes
are also analyzed in [28] in relation to seasonal climate effects.

In [22], many applications in the field of agriculture have been presented
in details. It is interesting to remark that some of the papers related to such
applications have been cited various times meanwhile, and some important de-
velopments have been presented. Starting from [16], for example, the problem
of recognizing and grading fruits by using automatic data mining techniques
has been recently also studied in [1, 5, 30]. In [27], a non-destructive technique
has been discussed for identifying defects in apples, and, more recently, studies
have been presented where new developments in this research direction can be



Recent Developments in Data Mining and Agriculture 7

found [2, 10, 11]. Finally, starting from the works previously presented in [18],
new studies on the detection and the analysis of sounds issued by animals have
recently been proposed in [8].

Recent works in the field especially regard China. This is the most populous
country in the world, and it is also the major emitter of greenhouse gases. For this
reason, the relation between climate changes, water resources and agriculture in
China has been deeply analyzed in [23]. Pig industry also plays a very important
role in adjusting the agricultural structure of China. Since pig prices are likely to
fluctuate very violently, the study presented in [6] has as main aim the prediction
of the price of pigs in the Chinese market.

Other recent applications include an automatic classification for flower species,
where a k-nearest neighbor classifier is employed [9]. Artificial neural networks
are instead used for predicting the total necessary power of agricultural machin-
ery [15], whereas the estimation of soil properties and the classification of soil
types is performed by employing support vector machines [13]. Finally, the pre-
diction of foodborne disease outbreaks and the forecast of water consumption in
agriculture are studied, respectively, in [29] and [17].

5 Conclusions

This review presents a quick update with respect to the state-of-the-art in the
field of data mining and agriculture given in [22]. We mainly focus our attention
on two particular problems. The first one is the problem of identifying problem-
atic wine fermentations at the early stages of the process. In [22], a data mining
approach to this problem has been discussed where the k-means algorithm was
used. We described the recent developments on this problem, and in particular
new studies where biclustering techniques are employed for identifying the com-
pounds of wine that are most likely the cause of problematic fermentations. The
second problem we consider is the one of predicting yield production. First ap-
proaches to this problem were based on standard data mining techniques, such
as support vector regression and artificial neural networks. Recent works showed
how to improve the quality of the classifications by employing the concept of spa-
tial autocorrelation. Other recent applications in the field, which have mainly
been published in the period 2009–2011, are also quickly reviewed.

References

1. S. Arivazhagan, R.N. Shebiah, S.S. Nidhyanandhan, L. Ganesan, Fruit Recognition

using Color and Texture Features, Journal of Emerging Trends in Computing and
Information Sciences 1(2), 90–94, 2010.

2. P. Baranowski, W. Mazurek, Detection of Physiological Disorders and Mechanical

Defects in Apples using Thermography, International Agrophysics 23, 9–17, 2009.
3. S. Busygin, O.A. Prokopyev, P.M. Pardalos, Feature Selection for Consistent Bi-

clustering via Fractional 0-1 Programming, Journal of Combinatorial Optimization
10, 7-21, 2005.



8 Mucherino, Ruß

4. P. Cortez, A. Cerdeira, F. Almeida, T. Matos, J. Reis, Modeling Wine Preferences

by Data Mining from Physicochemical Properties, Decision Support Systems 47(4),
547–553, 2009.
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